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Received 10 March 1992, in final form 19 May 1992

Absiracl. We present self-consistent spin-polarized electronic structure calculations for
realistic models of amorphous transition metal alloys. The atomic structure ts prepared
by a simulated molecular-dynamic quench, based on interatomic forces calcutated using
hybridized nearly-free-clectron tight-binding-bond theory. The electronic structure is
calculated in the local spin-density approximation, using a linear muffin-tin orbital (LMTO)
supercell approach, Detailed results for crystailine and amorphous alloys of Ni, Co and
Fe with Zr are presented. NizZr,_, alloys are predicied to be paramagnetic for
z € 0.85, both in the crystalline ard in the amorphous state. In Co.Zri_, the onset
of magnetic ordering occurs at x ~ 0.67 for crystalline and at = ~ .50 for amorphous
altoys. The Co-rich alloys are predicted to be strong ferrimagnets. The formation of the
negative Zr moments is related to a covalent coupling of Co- and Zr-d states, which is
strongest for the Co minority-spin states. The enhancement of magnetism in the glassy
alloys is related to an increase of the density of states at the Fermi level induced by
structural disorder. In both crystaltine and amorphous Fe.Zrj., alloys, the onset of
ferrimagnetic ordering occurs at x « 0.33. In contrast to the Co-based alloys, Fe:Zry_ .
atioys are weak magnets. For x > 0.75 the competition between ferromagretic and
antiferromagnetic exchange interactions leads to the formation of negative moments on
isolated Fe sites. The number of negative Fe moments increases strongly for z > 0.90,
leading to 2 decrease of the average moment in the Fe-rich limit. We show that the
formation of negative local Fe moments is refated to a large number of contracted Fe-Fe
pairs. The predictions of local spin-density theory are found to be in excellent agreement
with experiment. For all crystalline and amorphous alloys the local exchange splitting of
the 3d states is shown to be correlated linearly with the local magnetic moment, with a
slope of = 1 evug’. This relation holds for all types of magnetic order and also for
the crystalline and amorphous pure metals. '

1. Introduction

For the crystalline intermetallic compounds formed by two transition metals, local
spin-densjty (LSD) theory has made important contributions towards a fundamental
understanding of the electronic and magnetic properties [1-5]. The physical
mechanism for the formation of magnetic moments and for the variation of
magnetization with composition and density is now quite well understood. On the
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other hand, many of the interesting magnetic properties of amorphous transition-
metal alloys remain a challenge to the band theory of magnetism. The difficulties
begin at a disconcertingly low level, namely with the magnetic properties of the
hypothetic amorphous forms of pure Fe and Co. Whereas the data for nominally
pure amorphous Co [6,7] and the extrapolation of the magnetization data of dilute
alloys [8] point to a magnetic moment which is about as large as for crystalline
Co, Grigson et al [9] report a very low moment of g =~ 035y, for nominally
pure amorphous Fe. This value is supported roughly by data on amorphous Fe
with dilute impuritics [10). The situation becomes even more complex on alloying
with an ‘early’ transition metal E (E = Sc, Ti, V, Y, Zr, Nb): in contrast to the
amorphous Co alloys which become less magnetic on addition of E atoms, amorphous
Fe alloys become more magnetic, at least initially, as £ atoms are added [8]. For
most amorphous Co alloys, the available information is consistent with moderately
strong ferromagnetism. Amorphous Fe alloys show strong local-environment effects
and strong thermal expansion anomalies (Invar effect) over a large composition
range, taken as an indication of weak magnetism. Neutron diffraction data [11]
on amorphous Fe,Zr,_, and Fe,Y,__ alloys point to an antiferromagnetic Zr (Y)
contribution to the net magnetization. Fe-rich glassy alloys (= > 0.85 for Fe_ Zr,__,
r 2 05 for Fe_Y,__.) have non-collinear spin-structures, but there is a lasting
controversy whether these alloys (and pure amorphous iron) should be considered
as genuine spin glasses (i.e. with an isotropic distribution of the directions of the
moments and a vanishing average moment) or as asperomagnets (i.e. with randomly
frozen transverse components and a non-vanishing net moment) [12-15].

The reason for the slow progress in the band theory of amorphous magnetism is
twofold. (i) Even if relaxed dense random packing (DRP) models yicld a tolerably
realistic first approximation to the structure of the pure amorphous metals, the glassy
alloys are characterized by strong chemical and topological short-range-order effects
{16-18]. The construction of realistic structural models requires accurate interatomic
potentials and efficient dynamical modelling algorithms. (ii) The combined evidence
for strong structural and magnetic fluctuations suggests that spin-polarized calculations
should achieve local self-consistency between potential and charge distribution on
every atomic site. Most spin-polarized electronic structure calculations for amorphous
magnets are based on parametrized tight-binding (T8) Hamiltonians with fixed transfer
integrals. They are either non-self-consistent [19, 20] or achieve self-consistency only
within the restricted framework of a TB calculation with a fixed site-independent
Hubbard-type intra-atomic Coulomb interaction [21].

Recently, some progress has been achieved in both areas. It has been shown that
for disordered transition-metal alloys the strong covalent d-bond forces may be cast
into the form of a pair interaction via a tight-binding bond (TBB) approach [22-26).
The corresponding pair potentials are of a rather unusual form, being strongly non-
additive with a preference for strong and short unlike-atom bonds. The non-additivity
increases with the difference in the transition-metal valence. These potentials yield
partial correlation functions in full agreement with the best structure determinations
using neutron diffraction and isotopic substitution [26-28].

For the calculation of the electronic spectrum of amorphous and liquid systems
it has becn shown that a locally self-consistent calculation can be performed in a
supercell approximation [29], modelling the glass by a small ensemble of atoms in
a periodically repeated supercell. Using efficient band-structure codes such as the
lingar muffin-tin orbital (LMTO) method [30,31) supercell calculations for up to 60-
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80 atoms per cell are now feasible. These calculations yield reliable results for the
electronic spectrum of liquid [32,33] and glassy [34,35] metals in good agreement
with the available photoemission, x-ray and Auger spectra. The convergence of the
supercell method with respect to the number of atoms in the cell may be checked
by transforming the LMTO Hamiltonian to a canonical tight-binding form [36] and
calculating the electronic spectrum of a large system (N z 1000 atoms) by a real-
space recursion technique [37]. By comparing the results of supercell and recursion
calculations for a fixed crystal potential, it may be shown that the supercell approach
is not seriously affected by the periodic boundary conditions [38).

We have recently used the spin-polarized LMTO supercell approach to investigate
the electronic and magnetic structure of amorphous Fe and Co as a function of density
[39]. For the variation of the average magnetic moment with density, our results
are in good agreement with calculations on the basis of 2 TB-Hubbard Hamiltonian
[21,40], but substantial differences appear on a local level. The TB calculations
predict that at low densities amorphous Fe is a strong inhomogeneous ferromagnet
and that an increasing density leads to a reduction of the average magnetic moment
and a broadening of the distribution of the moments. The locally self-consistent LSD
calculation predicts low-density amorphous iron to be an inhomogeneous ferromagnet,
but under compression the magnetic polarization acquires an antiferromagnetic
component. An increasing number of sites have a large negative moment, so that the
distribution of the magnetic moments is bimodal with very few non-magnetic sites.
Under further compression the distributions of both positive and negative moments
are broadened and shifted to lower values. Under high compression, the distribution
of the magnetic moments is that corresponding to an lIsing spin-glass. Amorphous
cobalt, on the other hand, remains an inhomogeneous ferromagnet up to rather
high density and shows a smooth transition to a non-magnetic state under very high
compression.

In the present paper we have extended the self-consistent spin-polarized LsD cal-
culations to crystalline and amorphous Fe-Zr, Co-Zr and Ni-Zr alloys. Realistic
structure models have been constructed using molecular dynamics simulations on
the basis of hybridized nearly-free-electron tight-binding-bond (NFE-TBB) potentials.
Ni_Zr,__, alloys are predicted to be paramagnetic at all concentrations covered in our
study. Amorphous Co_Zr,__ alloys are predicted to be ferrimagnetic for = > 0.50,
the formation of the negative moments on the Zr-sites js due to a covalent coupling
of the Zr-d states to the Co-d states. The crystalline Laves phase Co,Zr is found to
be at the margin between paramagnetism and ferrimagnetism—in agreement with ex-
periment. Thus in Co—Zr amorphicity is predicted to enhance magnetism. This differs
from the behaviour of the Fe-Zr alloys, where the onset of magnetic order occurs
at the same composition for the glassy alloys and the crystalline intermetallic com-
pounds. In the Fe-rich amorphous phases, the magnetic polarization of the iron atoms
acquires a substantial antiferromagnetic component, as in pure amorphous iron. The
analysis of the electronic density of states points to strong magnetism in Co-Zr and
weak magnetism in Fe-Zr. We show that the local fluctuations are strongly coupled
to fluctuations in the spin-dependent potential. There exists a universal proportion-
ality between the local magnetic moment and the local exchange splitting. The value
of 1 e'V,ug1 for this ratio is the same as that resmiting from our LSD calculations
for amorphous Co and Fe. Very recently Himpsel [41] suggested on the basis of an
analysis of photoemission and inverse photoemission data that this proportionality
holds for all magnetic systems; our results show that it holds even on a local level.



7260 I Turek et al
2. Structural modelling

The simulation of the amorphous structures for Ni-Zr and Fe-Zr alioys on the basis
of quantum pair and volume forces has been described in detail in our previous
papers [18,26,27]. The main limitation of the supercell method is of course the
small number of atoms per supercell (N < 80) that can be handled even with the
most efficient band-structure techniques and the limited number of configurations
that can be considered in a configuration average, In order to select representative
models we proceed in the following way. Two molecular dynamics simulations are
performed in parallel, one for ensembles that are sufficiently large to allow for a
critical comparison of the calculated correlation functions and structure factors with
diffraction data (typically N = 1000-2000) and one for small ensembles with N = 64
that prepares the coordinates for the supercell calculations. The configurations
for which the electronic structures are calculated are chosen such that the partial
correlation functions calculated for a single 64-atom configuration are as close as
possible to the correlation functions obtained from an extended configuration average
over the large ensemble. As an example we show in figure 1 the partial correlation
functions for amorphous Cog,Zr,;. We see that the supercell correlation functions
reproduce all significant details of the amorphous structure. We also find that the
interatomic distances and partial coordination numbers correspond very closely to
those in the Laves phase Co,Zr. For a more detailed discussion of the local order
in Fe-Zr and Ni-Zr glasses, we refer to [18,27]. Here we only stress that in all
{(Fe, Co, Ni)-Zr glasses we find a trend from a trigonal-prismatic to a polytetrahedral
local topology and from moderate to strong chemical order with decreasing Zr
content, The tendency towards ordering increases in the sequence Fe-Zr, Co-Zr,
Ni-Zr. The trend in amorphous structures reflects the trends in the structure of
the crystalline phases, where we find trigonal-prismatic phases in the Zr-rich and
polytetrahedrally close-packed phases in the Fe-, Co-, Ni-rich range of the phase
diagram [42], see table 1.

Table 1. Crystal structures of the Fe-Zr, Co-Zr and Ni-Zr compounds. Compiled alter
Villars and Calvert [42]. Boldface: trigonal-prismatic structures. Italics: polytetrahedral
close-packed structures.

X Fe Co Ni

era BRGJ BRC; CFE;

X7 CuAlx CuAl; CuAl;

XZr — CsQl BCr

Xa2Zr CuxMg CupMg CuMg

X3Zr —_ = Ni3Sn

X321 MnpTh Mna3Thy —_ - S R E
XsZr — — BesAu

3. Spin-polarized electronic structure calculations

We have adopted the scalar relativistic linear muffin-tin orbital method in the atomic-
sphere approximation (LMTO-ASA) [30,31] for the spin-polarized electronic structure



Magnetism in amorphous alloys 7261

g, (R}

} | Figure 1. Partial pair correlation func-
0 ' tions for amorphous CogZry. The
full curves show the results of a simu-
lated molecular dynamies quench for a
N = 1372 atoms model and an extended
ensemble average at room temperature.
The histogram shows the pair correla-
tions for a single N = 64 atom config-
uration vsed in the electronic structure
calculations. The vertical bars mark the
- nearest-neighbours distances in the Laves

R (A) phase CopZr.

calculations. Exchange and correlation are described in the local spin density (LSD)
approximation [43] with the von Barth-Hedin [44] parametrization of the exchange-
correlation functional. For crystalline Co,Zr, which is very close to the onset
of ferromagnetism, the influence of the precise form of the exchange-correlation
functional has been tested in detail. For the crystalline phases, the Brillouin-zone
integrations have been performed using the linear tetrahedron-method with up to
505 k-points.

The supercells representing the amorphous alloys have the transiational periodicity
- of a simple cubic lattice, but not its point-group symmetry. For the determination
of the density of states (DOS), we used only the eigenvalues at the special point
k = (0.5,0.5,0.5)n/a and obtained a smooth Dos by a Gaussian broadening, the
Gaussians having a FwHEM of 0.2 eV. For the relatively narrow d bands with a high
Dos this is an acceptable approximation. The structures appearing in some cases at
the lower edge of the band result from a few low-lying sp states arising fom particular
local configurations. If we could proceed to a more extended configuration average,
these structures would average out to form a smooth band tail. The main part of the
d band however would hardly be affected by a more extended averaging. The high
computational cost of an extended sampling seems not to be justified for the mere
smoothening of a band tail. The precise form of the band tail does not influence any
of the physical properties considered here.

In the LMTO method, the Schrodinger equation for an electron wavefunction upg,
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within the atomic sphere centred at the site R may be formulated as [30]

Z (PrilEY8aL rizs— Sri pid NaipAE) gy, =0 1)
RLit

where S is a structure-constant matrix and P a diagonal potential function matrix
(N is a normalization function, L stands for the set of principal, angular momentum,
magnetic and spin quantum numbers, L=nlmg). A conventional parametrization of
the potential function is

-1
Prp(E) = (—E—-_:—CL; + ‘TRL) @

with the potential parameters Cp;, Wgy, vg, describing the centre, width and
distortion of the pure RL band. With this parametrization, the exchange splitting
Ap of the atom at site R is given by Az = Cryppuy — Cruimt» Where nl = 3d for
Fe, Co, Ni and n! = 44 for Zr.

In the supercell approach the local potential parameters are dctermined self-
consistently. This is very important for exploring the correlation between local
fluctuations in the potential and in the magnetic moment. This correlation is
necessarily obscured in caiculations treating self-consistency only in an approximate
way. In our supercell calculations, the iteration procedure was stopped after the
total magnetic moment per atom converged within 10~*ug and the local moments
converged within 0.01 pp.

In the following we present our results for the electronic and magnetic properties
of the crystalline and amorphous Fe~Zr, Co-Zr and Ni-Zr alloys.

4. Electrenic and magnetic structure

4.1. Ni-Zr alloys

A preliminary account of non-spin-polarized electronic structure calculations for some
crystalline and amorphous Ni-Zr alloys has already been published [34]. Here we
report on spin-polarized calculations on an extended series of alloys in the Ni-rich
range. The crystallographic data for the two Ni-rich crystalline compounds covered
in our study are summarized in table 2. This table also contains the information
on the ratio of the atomic sphere radii and the k-space grid for the Brillouin-zone
integrations. Figure 2 shows the DOS for the paramagnetic state of Ni;Zr (Ni,Sn
type) and NisZr (AuBe; type). Results for NiZr, (CuAl, type), NiZr (CrB type) and
Ni,Zr (Cu,Mg type) have been reported by Jank et of [34). The paramagnetic state is
found to be the magnetic ground state for all these compounds. This is in accordance
with the Stoner theory of itinerant magnetism: at ail compositions the Ni DOS at the
Fermi level is substantially lower than the critical value of 2 states eV-! atom~L,
The calculated DOS suggests a strong covalent interaction between Ni-d and Zr-
d states. The Ni states are concentrated at the bottom of the valence band, with
increasing Zr concentration the centre of gravity of the Ni band is shifted to higher
bonding energies. In the Ni-rich alloys a pseudogap separates the Ni-dominated
low-lying band from the Zr-dominated states at higher energy. In Ni;Zr the empty
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Table 2. Crystallographic data of Ni-rich Ni-Zr intermetaltic compounds, Wigner-Seitz
radii, number of k-points for Brillouin-zone integration.

Phase Pearson Lattice Rz./Rn; Number of
symbal constant (nm) k-points
NisZr hP8 a = 0.5309 1225 396(112)
c = 0.43034
NisZr cF24 a = 06702 1.225 240

B
E ¢ Ni.Zr
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Figure 2. Total and site-decomposed electronic density of states for the crystalline
intermetallic compounds NisZr (Ni3Sa type) (a) and Ni;Zr (AuBe; type) (b). Full
curve, total DOS; broken curve, Ni-Dos; dotted curve, Zr DOS.

Zr band has the character of an impurity band. At lower Ni concentrations the
DOS minimum is shifted below the Fermi energy. The pseudogap in the electronic
Dos reflects the pronounced chemical short-range order: in all crystalline Ni-Zr
compounds there is a preference for heterocoordination.

The electronic DOS of amorphous NigsZr,5 alloy (figure 3) and of the remaining
Ni-Zr amorphous alloys (presented in [34]) is very similar to that of the crystailine
intermetallic compounds. The DOS of a-NigZr;s shows the strong bonding-
antibonding splitting of the Ni-d band (with peaks 0.5 and 2.5 eV below Eg) and the
strong Zr peak about 2.7 eV above the Fermi level. With increasing Zr content the
" bonding-antibonding splitting is reduced and the Ni-d band acquires a more triangular
form, as in crystalline Ni;Zr and NiZr. At a Zr content beyond 50%, a DOS minimum
appears just below the Fermi energy, as in the corresponding crystalline compounds.

The electronic structure of crystalline and amorphous Ni-Zr alloys has been
investigated by Amamou ef al [45,46] using photoemission spectroscopy, susceptibility
and specific heat measurements; photoemission data for the amorphous alloys have
also been published by Oeclhafen [47]. The photoemission intensity is an average
over the local angular-momentum decomposed densities of states, weighted with
the I-dependent photoionization cross sections. Starting from the self-consistent
LMTO-potentials, the photoionization cross sections may be calculated in a single-
scatterer final-state approximation and completely neglecting wavevector conservation
[48-50]. For crystalline materials, the last approximation is justified only for the
high excitation energies of x-ray photoemission spectroscopy (XPs) where wavevector
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conservation is relaxed by phonon broadening. For amorphous ailoys where the
wavevector is not a conserved quantity, the approach may be extended to the
much lower excitation energies of ultraviolet photoemission spectroscopy (UPS). The
variation of the photoionization cross section with the energy of the incident photon
allows to assess the detailed validity of the calculated DOS in a combined UPS-
XPs experiment. Figure 4 compares the calculated photoelectron spectra with the
experimental results of Amamou [45] and Oelhafen [47). Altogether we find that the
theoretical predictions are confirmed, except for a slight overestimate of the depth
of the DOS minimum just below Ep. As a consequence, the Fermi energy is shifted
upwards and the distance between Ey and the main peak of the d band is increased.
This seems to indicate that the calculated structure slightly overestimates the tendency
towards chemical ordering. Our analysis of the atomic structure had shown that if
there is any difference at all between the neutron-diffraction data and the simulation
results, it is a slightly larger amplitude of the concentration fluctuations in the model
structure.

Tz 1186V Nig21,,

N2eV
Expt NigaZrey

) Pl

=l

- "] 1868 eV et
Expt NiyZg, frry

32

£

-

14h86d3eV  MiZr,

Expi/_/\ .

£
-8 -6 -4 -2 0

DDS per eV and atom

E-E; (eV)

Figure 3. ‘Total and site-decomposed electronic
density of states for amorphous Nigs Zris. For key,
see figure 2.

Binding Energy [eV)

Figure 4. Photoemission intensities of crystalline
NiZr; and amorphous NigsZrgs. The full
curves represent the total photoemission intensity,
the dotted and broken curves the Ni and Zr
contributions. The experimental data are from
Amamou [45] and Oelhafen [47).

It is difficult to extract the DOS at the Fermi level from the susceptibility and
specific heat measurement. The specific heat DOs is larger than the bare DOS by
a mass enhancement factor (1+ A, + A;) arising from electron—-phonon coupling
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and spin fluctuations, the susceptibility DOs differs by the Stoner enhancement factor
1/(1 = I). According to Altounian and Strdm-Olsen [51], the mass enhancement
factor is about 2.1-2.2 and the Stoner enhancement factor is 5-8 for amorphous
Ni Zr, ., 0.20 < = < 0.67. The uncertainty in the determination of the enhancement
factors should be kept in mind when we compare the calculated DOS with the
experimental estimates (figure 5). For the glassy alloys, theory shows that on alloying
with Ni, the Dos at Ep decreases up to x ~ 0.65, in agreement with experiment.
In the Ni-rich range, an increase in the DOS is predicted. Amorphous Nig;Zr;s and
crystalline Ni;Zr show a strong slope in the DOS at Ey, which falls short of the critical
value for magnetic ordering, in agreement with the observation of Amamou ef al [46].

4.2, Co-Zr alloys

421  Crysialline Co-Zr compounds. The crystallographic data for the Co-Zr
compounds covered in this study are summarized in table 3. The electronic DOs
shows essentially the same pattern as in the Ni-Zr compounds: the low-lying part
of the band is dominated by the Co states, around the Fermi energy Co and Zr
states are strongly hybridized and the upper part of the band is dominated by Zr
states (figure 6). In the trigonal prismatic BRe,-type compound CoZr,, there are two
inequivalent Zr sites, but with almost no difference in the local Dos. The occurence
of trigonal prismatic compounds of BRe,, Fe,C, CrB, FeB types is characteristic for
many glass-forming systems, not only for inter-transition metal, but also for transition-
- metal-metalloid and simple-metal glasses. The electronic structure of CoZr, differs
significantly from that of the isostructural compound ZnCa, [52]. We take this as an
indication that the formation of the BRe, structure (trigonal Re B prisms, arranged
in base-sharing columns) depends not so much on the directional properties of the
bonds (d-d bonds in CoZr;, p—-p bonds in ZnCay), but on a large size-ratio and
strong unlike-atom bonds arising from a strong hybridization of the valence states.
The CuAl,-type compound CoZr, is very similar, only with a slightly broader Co
band and a more pronounced hybridization-induced minimum in the DOS just above
the Fermi level. The Dos is very similar to that of the isostructural compound NiZr,,
except for a slight shift of the Fermi level arising from the reduced number of d
electrons.

The effect of a preferred heterocoordination is very strong in the CsCl-type CoZr
compound. In the CsCl structure there are no direct like-atom nearest neighbours.
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Table 3. Crystallographic data of Co-Zr intermetallic compounds, Wigner-Seitz radii,
number of k-points for Brillouin-zone integration.

Phase Pearson Lattice Rz /Re, Number of
symbol constant (nm) k-points
CoZr, oCl16 a =.0.327 1.26 140
b=1.084
c = (.8%4
CoZr, 12 a = 0.6364 1.26 90
¢ == (.5518
CoZr cP2 a = ¢.3197 124 165
CoyZr cF24 a = 0.69512 1.225-1.35 89
g 3.0
s
2.5
=1
& 2.0F
-
v 1.5
& 1.0}
W
Q 0.5
0.0 H Erfren iy
-5 0 5
E-E, (eV) E-Er eV}

Figure 6. Total and site-decomposed electronic density of states in the crystalline
compounds CoZr; (BRe; type) (a) and CoZr (CsCl type) (b). Full curve, total DOSs;
broken curve, Co pos; dotted curve, Zr DOs.

This leads to a very pronounced minimum in the DOS about 0.7 eV below Ep, induced
by the narrowing of the Co and Zr bands in the absence of direct Co-Co and Zr-Zr
neighbours. Note, however, that the overall form of the pos is very similar in CrB-
type NiZr and CsCl-type CoZr. It must be left to a more detailed future study to
elucidate the reasons for the difference in structural stability.

CoZr;, CoZr, and CoZr are found to be stable in the paramagnetic state,
in accordance with the Stoner criterion. The Laves-phase Co,Zr is a marginal
case. A non-spin-polarized calculation predicts a Co DOS of ng(Ep) =
1.96 states V-1 atom™!, falling just short of the limiting value of the Stoner theory.
Spin-polarized calculations predict a spin-splitting of 0.15 eV accompanied by a small
deformation of the spin-split bands (figure 7). The calculation predicts a Co moment
of pe, = 0.16pp and a negative moment pz = —0.05zy for Zr, so that Co,Zr
should be weakly ferrimagnetic. The negative Zr moments arise from the strong
covalent coupling of the Zr and Co states. Because the Co spin-up states arc shifted
to lower energies, this coupling is more pronounced in the spin-down bands. Such a
‘covalent magnetism’ is characteristic for all magnetic alloys of Fe, Co and Ni with
‘early’ transition metals [3,57). Experimental investigations of stoichiometric Co,Zr
find no indication for magnetic ordering down to T = 4.2K [53,54]). However, non-
stoichiometric Co_Zr becomes ferromagnetically ordered for compositions 2.8 < ¢ <
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OS5 per eV and atom

Figure 7. Spin-polarized density of states for the
Laves phase Co;Zr (CuzMg type). For key, see
E-E; (eV] figure &.

3.0, without changing the crystal structure [54]. Ferromagnetism is also induced by
partial substitution of Co with Fe, in (Fe,_,Co,),Zr weak ferromagnetism is observed
for z = 0.3-0.4 and mictomagnetism for x = 0.5-0.7 [55,56].

The magnetic properties also depend quite sensitively on the density. A
reduction of the lattice constant by 1% reduces the moments from e, = 0.16p5 to
Lo = 0.04pp and from pp, = —0.04pp to py, = —0.01up. If the lattice constant is
reduced by 1.5%, Co,Zr becomes paramagnetic. The conclusion to be drawn is that
Co,Zr is just at the boundary between paramagnetism and ferrimagnetism. This is in
agreement with the electronic specific heat and susceptibility data, which demonstrate
that there is a very large Stoner enhancement {56].

In a case where one is so close to the onset of magnetic ordering, it is important
to check the sensitivity of the results to the parameters of the model, i.e. to the
choice of the Wigner-Seitz radii and of the exchange-correlation functional. At the
radius ratio Ry /R, = 1.225 corresponding to the ideal packing conditions in a
Laves phase and minimal overlap of the atomic spheres, we obtain a nominal charge
transfer of 0.062 electrons per Co atom from Zr to Co because of the overlap of the
extended Zr states into the Co spheres. An increase of the radius ratio reduces the
charge transfer. Neutral atomic spheres are obtained for Ry [/ Rp, = 1.26, but the
magnetic moments are still g, = 0.13ug and py = —0.04up. The paramagnetic
solution is stable only at R,/ R, == 1.35 . Replacing the von Barth-Hedin exchange-
correlation functional [44] with Janak’s parametrization [64] the Vosko-Wilk-Nusair
[58] functional leads to a slight reduction of the Co moments by 0.02 x5 and of the
Zr moments by 0.01p. '

Our reference to Stoner theory deserves a brief comment. In a single-component
system the Stoner criterion is In(Eg) > 1 where I is an interaction parameter (the
Stoner parameter) and n(Eg) is the paramagnetic density of states (per spin) at
the Fermi level. According to experimental evidence [41], the Stoner parameter is a
constant T ~ 1 eVug! for magnetic transition-metal systems. In an ailoys, one has to
use a generalized Stoner-criterion. However, for the (Fe, Co, Ni)-Zr alloys we find
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that the magnetic moment on the Zr sites is induced by covalent interactions. This
means that the formation of a magnetically ordered state depends primarily on the
interactions in the (Fe, Co, Ni) band. For this reason, the simple form of the Stoner
criterion is still a useful guide for these alloys.

4.2.2. Amorphous Co-Zr alloys. Figure 8 shows the spin-polarized Dos of amorphous
Co,Zr,_, alloys with = = 0.33,0.50,0.67,0.75 and 0.90. a-Cos;Zr, is stable in
the paramagnetic state; the calculated DOS is very similar to that of crystalline CoZr,:
a narrow Co band with a peak at —1.7 eV below Eg, a rather Aat Dos from —1 eV
to +6 eV, with a minimum at ~ 2 eV and a Zr-dominated peak at ~ 5 eV above
Ep.

The electronic DOS of a-CogyZrg, differs from that of crystalline CoZr only by
the absence of the DOS minimum just below Ep. The DOS minimum is still present in
the Zr DOS, but in the Co DOS it is covered up by the disorder-induced broadening
of the Co band. Amorphous Co;yZrs, is very close to the onset of magnetism, In
our supercell calculations this is reflected by the appearence of isolated magnetic
moments on Co sites. In a 64-atom cell we find one Co atom with a magnetic
moment of ~ 0.5up.

Amorphous Cog;Zry; and Co,sZry are both predicted to be ferrimagnetic. The
Co bands reflect the strong bonding-antibonding splitting that is also characteristic
for the Laves phase Co,Zr. The disorder-induced broadening leads to an increase
of the DOS at Er. As a consequence, the onset of magnetism occurs at lower
Co content than in the crystalline intermetallic compounds. The formation of the
magnetic moments does not lead to a rigid splitting of the majority and minority
bands. The Co spin-up band is always narrower than the Co spin-down band. Due
to the broadening of the Co spin-down band, the minimum in the Zr POs is shifted
from just below Ep for spin-up electrons to just above Ep for spin-down electrons.
Thus the spin-down DOS dominates the occupied Zr band.

For the amorphous alloy, the Fermi level falls into the low-intensity tail of the
Co-majority band, where the s and p contribution to the Co DOs is largest. Hence
the Co-Zr glasses show strong ferromagnetism. This agrees with the investigation
of Shirakawa et al [59], who showed that there is no thermal expansion anomaly in
a-Co_Zr,__.. That again suggests strong magnetism.

The variation of the distribution of the magnetic moments with composition is
shown in figure 9. At z = 0.50 isolated local moments appear. They are induced
by strong local Co-Co interactions. At r = 0.67 (corresponding to the composition
of the Laves phase), the fluctuations in the magnetic moments are still quite large.
This is due to fluctuations in partial local coordination numbers: the formation of a
large Co moment requires a high number of Co-Co neighbours. With increasing Co
content, the distribution of the Co moments narrows, approaching the distribution
predicted for hypothetical pure Co [39].

Only the average moments i = zuec, + (1 — x)py can be compared with
experiment. Figure 10 shows the variation of / with composition, as predicted by our
LSD calculations and compared with the experimental data compiled by Malozemoff
et ai [8]. Magnetism in transition metals is often discussed in terms of the Friedel
model [60], ie.

A=y~ (1-2)(10- Az) 3)
where p; is the moment of the host and Az is the host-solute valence difference.
The underlying assumption is that the solute potential displaces precisely five majority
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electrons from below to above the Fermi level. For amorphous Co, we calculate a
magnetic moment of p, == 1.64up, which is nearly the same as that calculated for
HCP Co (uy = 1.35pp [61], ny = 1.60ug [62]) and for FCC Co (u, = 1.58upg
[61], uy = 1.56up [62,63]) and in good agreement with the experimental value of
ty = 1.55pp, py = 1.7up [6,7]. With this value of p,, it is expected that magnetic
ordering in Co,Zr,__ disappears at x = 0.67, i.e. very close to the composition of the
Laves phase (cf above), but at substantially lower solute concentrations than predicted
by the LSD calculations for a-Co-Zr (see figure 10). The important point is not so
much a detailed agreement with this simple rule, but that the Friedel model serves as
a reference value: moments lying lower than indicated by the formula would suggest
a violation of the basic assumption of strong magnetism, the higher moments found
in the LsD calculation and in the experiment confirm the strong magnetism of Co-Zr
alloys. However, the physical mechanism for the reduction of the average moment
is more complex than the simple Friedel picture: initially, the Co moment decreases
much more slowly than corresponding to the linear variation of equation (3), but the
strong covalent coupling induces a negative Zr moment, so that the average moment
follows approximately equation {3).
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Figure 9. Distribution of the magnetic moments Figure 10. Varation of the average magnetic

in amorphous CoxZri_, alloys and in pure
amorphous Co. Full curves, Co moments; broken
curves, Zr momenis.

4.3. Fe-Zr alloys

4.3.1.  Crystalline Fe-Zr compounds.

moment in Co-Zr alloys: circles, a-Co-Zr, 15D
calculation; crosses, a-Co-Zr, experimental data
as compiled by Malozemofl e af [8); triangles,
LsD calculation for crystalline Co-Zr compounds.
Straight line, prediction of the Friedel model, see
text.

The crystallographic data for the Fe~-Zr

compounds are summarized in table 4. Figure 11 shows the non-spin-polarized DOS
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for FeZr; (BRe; type). The electronic structure of FeZr; is very similar to that of
the isostructural compound CoZr, (figure 6). The DOs at the Fermi level is slightly
higher in the Fe compound, but still below the critical value for magnetic ordering.
In paramagnetic FeZr, and Fe,Zr we find ng(Ep) = 2.27 states eV~ 'atom~! and
ng(Egp) = 2.28 states eV~ 'atom~!, respectively. Hence both compounds should
be magnetic (we refer to our comments on the Stoner criterion in subsection 4.2).
The LSD caiculations show that both compounds are ferrimagnetic. In FeZr, we
have pp. = 0.27up and pup = —0.03 ug and in Fe,Zr pp, = 1.85upz and
tz, = —0.51pg. Our values for the Laves phase are in very good agreement with
the augmented spherical-wave calculations of Mohn and Schwarz [3] (up, = 1.90uy,
tz, = —0.56p5). The calculated average moment per Fe atom of i = 1.60up agrees
very well with magnetization measurements yielding g = 1.6pq, résp. i = 1.62up
[56,65].

Table 4. Crystallographic data of Fe-Zr iniermetallic compounds, Wigner-Seitz radii,
number of k-points for Brillouin-zone integration.

Phase Pearson Lattice Rz, /Rr. Number of
symbol constant {(nm) k-points
FeZr, oClé a =0.3324 1.25 140
b=1.099
¢ == 0.8810
FeZry Iz a = 0.6385 1.24 165
c = 0.5596
FesZr cF24 a = 0.7074 1.225 505
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= 3 Figure 11. Total and site decomposed density of
0.0 states in the crystalline compound FeZr; (BRes
-5 0 5 type). Full curve, total DOS; broken curve, Fe DOS;
E-Er (eV]) dotted curve, Zr DOS.

In the spin-polarized DOS (figure 12), we find only a small exchange-splitting in
FeZr, (CuAl, type), but pronounced differences between the DOS of majority and
minority electrons in Fe,Zr (Cu,Mg type). In the non-spin-polarized DOS the Fermi
level falls into a region of high values between 1 eV above and below Ep. In the
spin-up bands, the upper DOS minimum becomes very broad, in the spin-down bands
the lower minimum is more pronounced. The deviations from a rigid-band behaviour
are even more pronounced for the Zr states. The upper part of the band, which is
only weakly coupled to the Fe states, is nearly unaffected by spin polarization. The
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lower part of the band is characterized by a strong coupling between the Zr states and
the Fe spin-down states. The ferrimagnetic character is a consequence of this strong
covalent coupling, as discussed by Mohn and Schwarz [3]. The Fe-Zr compounds are
weak ferrimagnets, at all compositions there is a Fe-d peak in the spin-up DOS above
the Fermi level

DOS per eV and atom
o
o

IR A N P |

-5 0 5
£-E, (eV) E-Ep (eV}

Figure I12. Spin-polarized density of states for the compounds FeZr, (CuAl; type) (a)
and FezZr (CuzMg type) (b). For key, see figure 11.

With p, = 2.2up for BCC Fe [63], magnetism in Fe Zr, _ should vanish for
x £ 0.45 according to the Friedel model, whereas FeZr, is still weakly ferrimagnetic
(figure 12).

4.3.2. Amorphous Fe-Zr alloys. Amorphous Fe-Zr alloys belong to the best
investigated amorphous magnets. The interest in these materials arises from the
complex spin-structures of the Fe-rich glasses. A detailed molecular-dynamics study
of Fe-Zr glasses is described in [27]. Spin-polarized electronic structure calculations
have been performed for Fe, Zr,_, plasses with » = 0.24,0.33,0.50,0.67,0.75,0.90
and 0.95. The spin-polarized densities of states are shown in figure 13. The onset of
magnetic ordering occurs at z ~ 0.33, where we find localized, strongly fluctuating Fe
moments but an average moment that is still slightly lower than in crystalline FeZr,.
The reason js that in crystalline FeZr, the Fermi energy falls onto a peak in the
Dos which is smeared out by the structural disorder. For higher Fe concentrations
{but = £ 0.80) the averaged magnetic moments in the amorphous ailoys are exactly
equal to those in the corresponding crystalline compound. Indeed the electronic DOS
of a-Feg,Zrs, is just a smeared-out version of that of the Laves-phase Fe,Zr. This
corroborates the conclusion drawn on the basis of our structural modelling studies
that the local order in the glassy phase is very similar to that in the crystalline phase.
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An interesting result appears at larger Fe content: at x = 0.75, one isolated Fe
atom has a large negative moment {u ~ —1.3up). At even larger Fe concentrations
the magnetization of the Fe atoms acquires an antiferromagnetic component. This
happens not by a broadening of the distribution of the ferromagnetic moments into
the negative region; rather we find two relatively narrow distributions centred at
large positive and negative values. We have taken particular care to establish that
the occurence of negative moments is not a computational artefact. For x = 0.90
and z = 0.95 the supercell calculations were repeated for several independent atomic
configurations of the supercell. Negative Fe moments were found in all configurations.
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AEJ—J—PI—L Figure 14. Distributions of the magnetic moments

5 in amorphous Fe,Zr;. . alloys and in amorphous
Fe as a function of composition. Full curves, Fe
magnetic moment (g,) moments, broken curves, Zr moments.
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The evolution of the distribution of magnetic moments as a function of
composition is shown in figure 14. We also include our results for pure amorphous
Fe at a density of p = 7.92 g cm~3, corresponding roughly to the density of BCC iron.
The present results for the a-Fe~Zr alloys extrapolate quite well to the result for the
pure metal. However, the results for dilute Zr concentrations depend on the particular
configuration. This reflects the strong local-environment effect. It also corresponds to
the scattering of the experimental data caused by slight differences in the preparation
conditions. It is desirable to test the predicted distributions against experimental
data, e.g. hyperfine field distributions from Mdossbauer spectroscopy. Unfortunately,
the published data [12,13,67,68] are somewhat controversial. The conversion of the
most recent hyperfine data [12,13] tc a magnetic moment distribution according to
By = Alug.| with A = 13 Tug! yields reasonable agreement between theory and
experiment. In particular the experiment seems to confirm the predicted absence
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of a paramagnetic component in the distribution of the Fe moments (figure 15).
However, in view of the well known difficulties in extracting reliable hyperfine field
data from Mossbauer spectra [69] and since the B—pg, proportionality has been
well established only for the core contribution to By, (which is the dominating part
of the total By;) [70], this point deserves further investigation.

The predicted average moments are in very good agreement with the experimental
data (figure 16) throughout the entire composition range, for the crystalline as well
as the amorphous phases.
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Figare 15. The calculated distribution of the Figure 16. Average magnetic moments i in

Fe moments [pp.} in FexZri_, alloys with z =
090 (full histogram) and z = 095 (broken
histogram) against the experimental distribution of
the hyperfine fields Bye for z = 0.90 (full curve,
[13]) and z = 0.93 (dotted curve, [12]).

crystalline and amorphous Fe-Zr alloys. Full
dots, a-Fe-Zr, theory; open symbols, a-Fe-Zr,
experiment (circles, as compiled in [B}; squares,
[12); triangles, [66]); 4, e-Fe-Zr, theory; x, ¢-Fe-
Zr, experiment ([56,65]).

At present, photoemission results are available only for the Zr-rich paramagnetic
ailoys. Experimental as well as theoretical investigations of the photoelectron spectra
- of the magnetic amorphous Fe_Zr,__ alloys are under way and will be reported in
due course.

The prediction of positive and negative Fe moments in the Fe-rich alloys correlates
well with the observed non-collinear spin structures. Note that in our calculations
the magnetic moments are constrained to only two possible directions: up and down.
Recently several attempts have been made to relax this restriction, both in the local
spin-density [71,72] and in the tight-binding [73] framework. It is not yet clear
whether the self-consistent LSD calculations for non-collinear spins will be feasible for
amorphous supercells. In the TB calculations, a large initializing field is necessary to
start the calculation. Even though the field is reduced to zero in the jteration process,
the final result depends quite sensitively on the geometry of the initializing field [73].
For the moment, the prediction of competing ferromagnetic and antiferromagnetic
exchange interactions by ab initio calculations is certainly a remarkable result.
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5. Competing ferromagnetic and antiferromagnetic exchange interactions in a-Fe
and a-Fe Zr, _

5.1. Local environment effect

The question is now for the origin of the antiferromagnetic Fe moments. The first
point to note is that there is no correlation between the negative Zr moments and the
negative Fe moments. This is demonstrated in figure 17 which shows an instantaneous
configuration of FegyZr,y, projected onto a plane: there are no local correlations
between the Zr sites and negative Fe moments. The different character of the
negative Fe and Zr moments is also evident from the spin-densities: figure 18 shows
the radial spin-densities (r) = 4nr?e(r), o(r) = p'(r) — p*(r), inside the atomic
spheres of a-FeyyZr,,. For the Fe sites, the average has beeen taken over sites with
positive and negative moments separately. We notice that on the Fe sites, the spin
density is localized well inside that atomic sphere, independent of the direction of
the moment. Around Zr, the spin density is small in the core region, but increases
steadily towards the boundary of the atomic sphere. A similar result had been found
by Mohn and Schwarz for the Laves phase Fe,Zr [3]. It demonstrates again that the
negative spin-density of Zr is induced by interaction with the neighbouring Fe atoms.
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amorphous FegZry, onto the {z,z) plane. The
size of the circles representing the atoms (full
curves, Fe; broken curves, Zr) is scaled with the
y coordinate, the arrows indicaie the magnitude
and direction of the Jocal magnetic moment.

inside the atomic spheres of amorphous FegyZryg.
Full curve, averaged over Fe-sites with positive
moments; long-dash curves, averaged over Fe sites
with negative moments; short-dash curve, averaged
over Zr sites.

The next step is to look for correlations between the local moments and local

structural information such as the local atomic volume or the coordination number.
A detailed study of such correlations has already been presented for amorphous
Fe [39]. The essentially negative result has been confirmed here for a-Fe Zr,_,:
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although there is a general correlation between a large local volume and a large
moment, this holds for positive and negative moments alike. There are also no
correlations between the local moment and the local Fe-Fe coordination number
Nriere (Npege being defined as the number of Fe neighbours at distances up to the
distance corresponding to the first minimum of the partial pair distribution function).
Hence the formation of negative moments depends in a more subtle way on the local
environment.

Local environment effects in amorphous transition metals have been discussed in
a more phenomenological way by Kakehashi [75] using a functional-integral approach
to the degenerate-band Hubbard model. Kakehashi predicts that the local magnetic
moment on an atom depends on the number of contracted atoms in its nearest-
neighbour shell (ie. of atoms with short distances to the central site). The central
moment is positive, negative or negligible if the number of contracted atoms is small,
medium or high, respectively.

Evidently, this is correlated to the transition from ferromagnetism at low density to
antiferromagnetism at high density in close-packed crystalline Fe. According to recent
LSD calculations, this transition occurs in ¥CC Fe at a nearest-neighbour distance of
dyy = 2.575 A [76] or dyy = 2.594 A [77], and in HCP Fe at dyy = 2.633 A
[78]. The detailed analysis of our LSD results confirms Kakehashi’s ideas. In
the magnetically ordered Fe_Zr, . alloys (x > 0.33), the first peak in the Fe-
Fe correlation function occurs at distances between d; = 2.59 A (at = = 0.33)
and d; = 2.49 A (at = = 0.90 A), However, the width of the peak shows that
nearest-neighbour distances scatter from 2.2 A to 3.4 A (see [27]). We find that—
as proposed by Kakehashi—there is a correlation between a negative moment on
the central Fe atom and a high number of contracted nearest Fe neighbours, ie.
neighbours with distances up to or onrly slightly larger than the position of the peak
in the pair correlation function (i.e. at distances smaller than 2.6 to 2.8 A, depending
on composition). The degree of this correlation is presented in figure 19 for a-Fe,
a-FegyZry, and a-Fe, Zr,. The particular value of our cutoff distance (2.6-2.8 A) is
close to the nearest-neighbour distance for the transition between ferromagnetic and
antiferromagnetic state in crystalline FCC and HCP iron.

Thus our results show that there is not only a global change of sign in the
exchange interaction with increasing density, but also a change of sign in the local
exchange coupling between two atoms once the pair-distance shrinks below a critical
value. Locally, a strong tendency to spin-flip occurs once the number of contracted
pairs (and negative exchange interactions) outweighs those at larger distances (and
positive exchange interactions). The actual calculation of exchange interactions in
disordered spin configurations from the LSD result remains a challenge. The highly
local character of the magnetic interaction is also evident from the variation of the
local DOS with the local moment.

3.2 Correlation between local moments and local density of states

There are also strong correlations between the local magnetic moments and the local
density of states and hence between fluctuations in the moments and fluctuations
in the self-consistent potentials. Figure 20 shows the site and angular momentum
decomposed local densities of states for a-FegqyZr,,, averaged over Fe sites with
positive and negative moments separately and over Zr sites. We find that the local
Fe Dos is characteristically different on sites with positive and negative moments: on
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the sites with positive moments, the spin-up band is nearly full, in the spin-down
band the Fermi level falls into the bonding-antibonding pseudogap. On the sites with
negative Fe moment, the spin-up DOs shows a pronounced maximum just above the
Fermi level, the maximum in the spin-down DOS is shifted towards the bottom of the
band. This suggests that the origin of the antiferromagnetic Fe moments in e-Fe-Zr
and a-Fe (and the absence of such moments in ¢-Co-Zr and a-Co) is associated with
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the transition from strong to weak magnetism. In a strong magnetic material such
as Co and its Zr alloys, the ferromagnetic exchange splitting leads to a completely
full spin-up band with a low DOs at Eg. This is an energetically favourable stable
situation. In a weak magnetic material, the exchange splitting is not sufficient to push
the spin-up band completely below Eg; the DoOs at Ep is still quite large. In this
situation, a lowering of the electronic ground-state energy is possible by reversing the
magnetic polarization on a few Fe sites. The spin-flips create a narrow spin-up band
just above Ep and contribute to a reduction of the overall DOS at the Fermi level
(see figure 20).

DOS per eV and atom
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Figure 20. Spin-polarized local density of states for amorphous FegyZrip: (a) averaged
over Fe sites with positive moments; (b) averaged over Fe sites with negative moments; (c)
averaged over Zr sites. Full curve, total local pos; chain curve, d-electron contribution;
broken curve, p-glectron contribution; dotted curve, s-electron contribution.

6. Exchange splitting

Evidently, there is a strong correlation between the local magnetic moment and
the local exchange splitting. This correlation is now analyzed in more detail. The
local magnetic moment g5 is given by the local spin density, integrated over the
atomic sphere. The local exchange splitting A, is given by the potential parameters
Chnimy()> See section 3. Figure 21 shows that the correlation is linear to a very
good approximation. A least-squares fit yields a value of I = 0.95 eVpug! for the
ratio I = Ag/up for the Fe sites. What is even more interesting, we find that this
simple proportionality is valid for all crystalline and amorphous Fe-Zr and Co-Zr
alloys, independent of composition and for crystalline and amorphous Fe and Co,
independent of density (see figure 22). These systems cover a wide range of magnetic
states ranging from ferromagnets over antiferromagnets to spin-glass states. This
means that the type of magnetic ordering is irrelevant for the exchange splitting,
only the local magnetization at a given atomic site counts, A similar result for
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the ferromagnetic crystalline 3d metals has been found in earlier LSD caleulations
[63,74). Our results extend this correlation to crystalline compounds and amorphous
materials and show that it holds on a local level, irrespective of the existence of a
strongly fluctuating magnetization.
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Figure 22. Correlation between the average
magnetic exchange splitting and the average
magnetic moment for crystalline and amor-
phous Fe, Co and Ni, and for crystalline and
amorphous Fe-Zr and Co-Zr alloys. For the
Fe systems positive and negative moments
are plotted separately, Circles, Fe; squares,
Co (open symbols, clements; full symbols,
alloys), cross, Ni.

A similar correlation holds for the negative Zr moments (see figure 21). In the

Fe-rich a-Fe-Zr alloys, the value of I is nearly the same on Zr and Fe sites, whereas
at higher Zr content and in e-Co-Zr, I, is 10-15% lower than Ip,cg.

From an experimental point of view, the apparent universality of the ratio of

the exchange splitting to the magnetic moment has recently been demonstrated by
Himpsel [41] for a wide variety of systems, ranging from the ferromagnetic elements
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over spin glasses to magnetic overlayers and the free atoms. The experimental value
of I ~1eVug! is almost identical to our result.

In the theory of itinerant magnetism the ratio of the exchange splitting to the
magnetic moment is known as the Stoner parameter, which is essential in determining
the magnetic propertics such as Curie temperature, susceptibility etc. Within a TB
Hubbard approach, the Stoner parameter is replaced by I = (U + 5.J), where U
and J are the intra-atomic Coulomb and exchange integrals [79]. Thus our result,
derived from local spin-density theory, seems to lend some support to TB Hubbard
models of itinerant magnetism, based on the assurnption of site-independent Coulomb
and exchange integrals. However, the origin of this universal correlation remains to
be worked out.

7. Discussion and summary

We have presented the first self-consistent spin-polarized electronic structure
calculations for realistic models of amorphous transition-metal alloys. Our results
show that reliable predictions of the magnetic moments in amorphous alloys are
possible on the basis of first-principles local-density calculations, The microscopic
calculations elucidate the physical mechanism for the formation of the magnetic
moments and show that the magnetic amorphous alloys of Co and Fe with Zr are
ferrimagnetic like the corresponding crystalline compounds. The negative moments
on the Zr sites are induced by a spin-dependent strong covalent coupling of the Zr-d
band to the Fe-d states.

Our calculations explain the different magnetic properties of Co~Zr and Fe-Zr
glasses. Co-Zr alloys are strong magnets at all compositions, the disorder-induced
broadening of the Co-d states Jeads to an increased Co DOs at Ep in the glass
compared to the crystalline compound and hence to enhanced magnetism. In Zr-rich
Fe~Zr alloys the Fermi level falls onto a peak in the DOS, which is reduced by the
disorder-induced broadening of the bands. Therefore, magnetism is slightly reduced
on amorphization. In the Fe-rich glasses the loeal spin-density calculations predict
competing ferromagnetic and antiferromagnetic interactions, which are coupled to
local fuctuations in the spin-density potentials. These competing interactions lead to
a complex spin structure with positive and negative Fe moments. The appearance of
local antiferromagnetic moments in glassy Fe-Zr alioys relates to the global tendency
to antiferromagnetism in the unstable close-packed crystalline phases of Fe. In
both cases the antiferromagnetic coupling is associated with weak ferromagnetism
(incompletely filled majority band) arising from a band broadening induced by the
increased interatomic overlap. Our result shows that this mechanism operates also
on a strictly local basis. In this context it is alsc important that we find a strict
proportionality between the local magnetic moment and the local exchange splitting,
the ratio being the same in the alloys and in the pure metals irrespective of the
magnetic order.

Our theory also points to distinct differences between the self-consistent
LsD approach and calculations based on parametrized tight-binding Hubbard
Hamiltonians. It seems that the tight-binding calculations with fixed transfer integrals
and fixed Coulomb integrals underestimate the importance of local fluctuations in the
self-consistent potentials and hence lead to different predictions for the distributions
of the moments, even though the calculated average moments agree reasonably well.
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The advantage of the tight-binding approach is that it is easier to allow for non-
collinear spin structures, whereas this is still a challenge with self-consistent LSD
calculations.

The difference between the LsD and TB results is probably due to the different
description of the exchange coupling. In the usual TB Hamiltonian [21,73], the
magnetic interaction part is not only site diagonal, but also orbital diagonal, i.e. the
intra-atomic exchange is neglected and the magnetic behaviour is completely due
to the intra-atomic correlation. In the LsD, both correlation and exchanpe effects
are included in the local approximation. Hence it is not surprising that the local
interactions are more complex in the LsD than in the TB approximation. However,
the relation between the two approximations remains to be worked out in detail.
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